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Abstract
Algorithm discrimination becomes a serious problem. Its far-reaching implications have attracted the interest of many studies in a variety of disciplines, including computer science, law, sociology and economics, and hence the need for further review and categorization of the literature through systematic means. The research in this paper therefore systematizes 159 algorithms of discrimination papers and books. Primarily descriptive analysis is used to highlight different forms of discrimination in ten industries. The machine learning and deep learning processes played a leading role in the systematic review, involving both ethical topics and human rights themes. Accordingly, the discussion of implications and limitations on data governance is based on input-modeling-output pipeline. Ethical early intervention, algorithm’s self-fulfilling loop, dynamic managerial capability, transparency and traceability of algorithms, and tradeoff between innovation and regulation are the main challenges to current data governance.
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1. Introduction
Algorithms now have penetrated into human society, which make it possible to communicate remotely with our friends and family, to discover new residence, trendy music, current news and desired information (Gangadhara, 2014). However, the public perception of this is not proportional. One survey of Facebook users revealed that most people were unaware that an algorithm were once used by to filter what they were feed daily (Sandvig, Karahalios & Langbort, 2014). This is what philosopher Charles Taylor describes as the new “social imaginary”, a shared public understanding of how the world looks like and what can be called “normal” (Charles, 2009). Therefore, the normal world is being controlled by algorithms, even if most people don't notice it.

Since the 1960s and 1970s, i.e., after the Civil Rights movement and other upheavals in society, significant political and social transformation reduced discrimination effectively. However, with the rise of the Internet age and the explosive development of digital, discrimination lurks in social life in a very hidden way, disguised as innovation. Discrimination is a flagrant violation of human rights which we need to fight it.

The first step is to rearticulate human rights in this new era context. Article 1 of the Universal Declaration of Human Rights states that all human beings are born free and equal in dignity and rights. Article 2 emphasizes that everyone is entitled to all the rights and freedoms set out in this Declaration, without distinction of any kind, such as race, color, sex, language, religion, political or other opinion, national or social origin, property, birth or other status. The Australian Human Rights Commission's definition is even more straightforward: human rights are a set
of fundamental principles about equality and fairness. We have the freedom and power to choose our own lives, to
develop our own inner potential and to live a life free from discrimination, harassment or fear. The consensus of the
world is that human rights are the basic rights of human being to be equal and fair.

Algorithmic discrimination poses a threat to human rights, as there are algorithm-driven forces eager to categories,
exclude, blow up and even treat people differently in a variety of ways. This mysterious force is shaping our society,
exacerbating social and economic inequality and inequity. The 2014 White House report issued a warning that such
algorithmic discrimination may be a side effect of Big Data Technologies (Executive Office of the President, 2014).

It not only exists our familiar contexts such as racial discrimination and gender discrimination. For example, the
screening system for human resources automatically discriminates. But also, some hidden discrimination exists in
our daily life. Like price discrimination, quality discrimination, opportunity discrimination and so on, all kinds of
discrimination in the hotbed of data breeding.

This study aims to present a grander picture of how the algorithm construct decision trees in different industries
and its link to social injustice and inequity. After that, the paper will discuss data governance, human rights, inno-
vation and current regulation. Finally, this study reveals the existing limitations and possible directions of data
governance on algorithmic discrimination.

2. Algorithm discrimination

The US anti-discrimination law aims to solve discrimination issues in other areas of social life such as employ-
ment, housing, education and public accommodation. Although the application of the algorithm is not specified, its
definition of discrimination is worth referring to. Discrimination is reflected in the differential treatment of persons,
i.e., the "discriminatory intent or formal application of different rules to different groups of persons", and/or the
differential impact, i.e., the result of "different groups of persons" (Barocas & Selbst, 2014).

Price discrimination and quality discrimination, as the most prevalent algorithmic discrimination in the business
world, have existed for nearly 60 years. American Airlines, the first to use it in 1960s, calls it a new competitive
strategy which has another name “screen science” (Petzinger Jr., 1996).

The US Civil Aeronautics Administration and the Department of Justice immediately launched an antitrust in-
vestigation after major travel agencies and other national airlines responded that US flights were often the first
flights back - not only much more expensive but also much longer than other flights (Sandvig, Hamilton,
Karahalios, & Langbort, 2014).

Some scholars pointed that algorithmic discrimination is widely accepted as the production of discrimination
(Noble, 2018; Eubanks, 2018) in the way that members of a protected group or class are considered or treated; it is
largely traced to the existence of 'automation bias’s and 'bias by proxy' in algorithmic models. “Automation bias”
and “bias by proxy” in algorithmic models. Automated biases are social and cultural biases that are propagated on a
large scale via the machine learning process and are ingrained in the historical training data for driving algorithm.
Proxy bias arises where unintended proxies for protected variables (gender, race, etc.) can still be adopted to recon-
struct and infer biases by proxy that are very difficult to detect and eliminate. In order to ensure fairness in the al-
gorithmic decision making and machine learning process, these methods of treating fairness as non-discrimination
through unbiased machine learning models are highly operational and include “discrimination prevention analytics
and strategies” (Romei & Ruggieri, 2014) and “fairness-and discrimination-aware data mining techniques”. These
approaches are largely informed by calls in the industry for fairness in machine learning and are largely based on
their integration with machine learning classifiers, the technical engineering of anti-discrimination standards and
the control of distortion in the data for algorithms training (Ochigame, 2019).

Other researchers are trying to dissipate this doubt in different ways. Specifically, the different levels of data in
the machine learning and deep learning process can be grouped and thus analyzed for differentiation. The three lev-
els - input level, model level or output level - are the start of their entry intervention.
At the input level, the simplest would be to drop the socio-demographic input variables, but this approach has not been successful because it reduces the visibility of the problem, ignores possible proxy variables for socio-demographic characteristics and opportunities to implement alternative solutions, thus inadvertently distracting from equity—For example, in one scholar’s analysis of university enrolment in the US, he supported positive data-driven interventions at the output level (Kleinberg, Ludwig, Mullainathan, & Rambachan, 2018).

Figure 2. A word embedding exhibiting gender bias.

The problem is that the training data for machine learning applications often contains a variety of hidden (and not so hidden) biases, and in the complex models built from this data, these biases can be amplified and new biases can be introduced. Machine learning tends to be deterministic and bounded, and it does not give you things like gender neutrality ‘for free’ that you have not explicitly asked for. So even though there are few documents that can be created that exhibit a clear gender bias, when this data is compressed into a predictive model of word analogy, any language about this across the dataset converges into a collective force that creates a clear bias. And when such models are applied to a wide range of communication media, such as search engines, advertising placements, job boards, etc., these biases are continually propagated and amplified.

At the output level, Moerel deems LinkedIn, one of the world-famous recruitment tools, as a means of using algorithmically generated ranking for achieving a better predefined desirable ratio. The candidates are categorized by gender initially, each within each gender is ranked according to its algorithm and finally equal numbers of men and women to hiring are presented to manager for selection (Moerel, 2018). In 2018, Facebook disclosed an internal tool Fairness Flow and announced it will be tested for the identification of level discrimination, and in July 2020 Civil Rights Report the plan was discussed further for tackling intensified algorithmic discrimination (Murphy & Cacace, 2020). In 2018, Google launched the open-source What If Tool at Tensor Board to facilitate ML developers’ work to analyze differences in the classification of key variables, check the boundaries of specific classifications, and document the impact of counterfactuals as a way to assess the likelihood of extracting inappropriate social bias from training data or otherwise mirroring it in their models (Wexler, 2018).

Some academics have also attempted to model specific loss functions subject to fairness constraints, a concept known in academic parlance as cost-sensitive classifiers. In simple terms, this is a professional empirical evaluation of the results on a range of datasets (Agarwal, Beygelzimer, Dudík, Langford, & Hanna, 2018). Others are working on a specific family of classifiers called plain Bayes, in which the concept of discriminative patterns is introduced and algorithms for mining that pattern. This is an iterative approach, with the overall aim of eliminating such patterns to obtain a fair model (Choi, Farnadi, Babaki, & Broeck, 2020). The following figure can help clarify what happened at the output level.
Parameters or algorithms can be adjusted during the modelling process to reduce the model’s dependence on some patterns in the input data. For example, the gender-debiasing techniques have been developed for word embedding solutions (Bolukbasi, Chang, Zou, Saligrama, & Kalai, 2016), where a mix of adjustment inputs and model-level adjustments are mentioned in the essay. The problem of biased training data is present in a variety of scenarios and decisions. Cameras used to recognize faces often fail to accurately identify specific faces: facial recognition software often has a higher recognition rate for white faces compared to non-white faces. The data scientist “eventually traced the error back to the source: In his original data set of about 5000 images, whites predominated” (Dwoskin, 2015). The data expert did not intend to write the algorithm to target only the white population, but he used mostly white faces. As Aylin Caliskan, a postdoctoral fellow at Princeton University, pointed out that “AI is biased because it reflects effects about culture and the world and language. Sowhenever you train a model on historical human data, you will end up inviting whatever that data carries, which might be biases or stereo-types as well” (Chen, 2017).

If we set a step back to the essence of algorithmic discrimination, which is the mechanism by which algorithms are generated, then understanding the relationship between Machine Learning (ML), Artificial Intelligence and Deep Learning (DL) and how they work can help us understand the underlying causes of algorithmic discrimination.

In the Internet era, people have invented smart devices that are connected to the Internet, which means that any device that can be connected to the Internet can be called a smart device. In this context, Artificial Intelligence (AI) came into being, coded to make devices even smarter—that is, with minimal or no human intervention. Two other algorithms, Machine Learning (ML) and Deep Learning (DL), are also prevalent today as new types of algorithms that can empower smart devices (Kumar, 2020).

AI is also a big concept that incorporates both Machine Learning (ML) and Deep Learning (DL), namely an umbrella term used for ML and DL. Deep learning, on the other hand, is a subset of machine learning (see above), and specifically refers to artificial neural networks (ANN) that contain multi-layered, large data sets that serves as powerful computer hardware to make complicated training models possible. This set of powerful neural network learning techniques encompasses multiple methods and techniques that use increasingly rich artificial neural networks with multiple layers of functionality (Gupta, 2020).
3. Methods

The study was developed over a series of phases, in the same way as systematic literature reviews. See Figure 5.

3.1 Study Objectives

For the first phase, the research focused on analyzing the extant academic literature on algorithmic discrimination, particularly in the area of ethics. The objectives of this phase are divided into three main parts:

- O1: To analyze the intrinsic links and characteristics of the relevant researches
- O2: To systematically classify and group the content and findings of the studies
- O3: To identify gaps and deficiencies in current knowledge in the field and thus identify new directions for future research

Accordingly, it needs to be recognized that algorithmic discrimination is a multidisciplinary nature of research that touches all aspects of life, such as online consumption, retail, public health, public finance, public education, human resources, criminal and judicial, ride-hailing services, automobiles and advertising. Machine learning and big data techniques are the main methodologies for algorithmic discrimination.

3.2 Criteria for selection of articles

The study sets a number of criteria for article-selection. Most importantly, the study must address data govern-
ance and human rights from the perspective of algorithmic discrimination only. Therefore, the two factors, data control and human rights, need to be distinguished from other areas under the algorithmic framework. Furthermore, the study has quality access criteria for the selection of manuscripts, i.e., it is limited to accepting only English-language manuscripts and does not restrict publishers or publication dates.

The articles that fail to meet the selection criteria are characterized by, firstly, their greater relevance to privacy and the right to information, but with no or only a hint of relevance to the issue of big data discrimination or inequality. Secondly, they relate to discrimination issues but are not relevant to the development of big data analytics. Thirdly, they focus on the widening gap between institutions that have used more power and resources to analyse and understand big data (“the Big Data rich”) and those that do not (“the Big Data poor”), rather than on the concept of the digital divide, i.e., the difference in the conditions under which individuals have access to data on the internet. Fourthly, they assess the differences that affect social media engagement. In a subsequent phase of the literature review study, this paper will analyse the 159 articles available.

3.3 Searching strategies

In this regard, I developed the appropriate search strategy and followed the selection criteria. Firstly, three search terms were extracted simultaneously: data control, human rights, and algorithmic discrimination. Secondly, the search was filtered by title, abstract and article keywords.

During the search process, other search terms were added, one of which was highly cited in the relevant literature. Therefore, for the keyword "algorithmic discrimination", the alternative word “digital bias,” “algorithm bias” could be used. Similarly, regarding human rights, “fairness,” “equality,” and “ethics” were also the alternative words.

In the search process, the first round of filtering is done by reading the title and abstract of the article before moving on to the second round of purification. One of the biggest challenges encountered was that although some of the articles revolved around discrimination and contained words such as human rights or near-synonyms in their titles, abstracts, and introductions, they were not clearly presented. From the beginning of the review to the end of 23 October 2022, a total of 159 relevant articles met the criteria and were selected as reference.

3.4 The methods for description and systematization of literature

Various bibliometric and systematization techniques were used to characterize and systematize the content of the 159 articles. Firstly, bibliometric techniques were used to assess the descriptive data of relevant content in the literature. Secondly, a visual analysis of co-occurrence was conducted. The study systematizes the literature by analyzing the knowledge and findings in the literature in order to build a scientifically sound knowledge architecture (Kaur, Dhir, Tandon, Alzeibyg, & Abohassan, 2021).

The study focused on the process of identifying a universal algorithmic discrimination generation and therefore setting the study selection process as input variables - modelling - output variables.

4. Descriptive and bibliometric analysis

4.1 Descriptive analysis of related articles

Of the final 159 selected papers and books, the main industries covered are healthcare, criminal activity prediction (US criminal justice system), police, credit, insurance, recruiting and employment, university admissions, housing, lending, criminal justice, sentencing, business promotion, advertising and marketing, search results, prioritization of news, health data forecasting, facial recognition, risk assessment, forecasting recidivism (criminal), mortgage, government services. The platforms involved are Google, Facebook, Wikipedia, Uber, Lyft.


4.2 Analysis of the co-occurrence

This study adopted a co-occurrence analysis as a way to assess the relationship of each topic in articles related to algorithmic discrimination. Reliable results were obtained in two specific ways: on the basis of keywords and on the basis of titles and abstracts.
Figure 6. Co-occurrence network of articles on the basis of keywords.

Cluster 1 and cluster 2 cross at “moral and ethical aspects”. Cluster 1 (right) gathers terms such as “technological innovations”, “economic aspects” and “information technology”. Cluster 2 (left) gathers terms such “cloud computing”, “decision making” and “algorithm”. Remarkably, the way they cluster is unrelated to each other. For example, algorithms are related to decision making, and technological innovation is related to economic impact.

Further, to allow for greater context richness, the second analysis was based on the titles and abstracts of selected articles. The data was cleaned by elimination or grouping. For example, generic or irrelevant words, such as “item,” “author,” and “study,” were eliminated. However, similar terms were grouped together, as in the case of “decision making,” “transparency,” and “accountability.” Figure 7 shows the results of the co-occurrence analysis based on titles and abstracts.

To add credibility to the study, the second analysis was conducted from the titles and abstracts of the selected articles. These data have been censored or restructured. For example, on the one hand, generic words or irrelevant words such as “item,” “author,” and “study,” were removed. On the other hand, similar words were selected in the same group, like “decision making,” “transparency,” and “accountability”. As shown in Figure 7.
Four clusters were derived from the co-occurrence analysis and are marked by four colors. In Cluster 1, (blue-green) “decision making” performed as a prominent node and included terms like “right”, “individual”, “policy” “gap” and “implication”. Thus, this cluster is related to decision making related policy implication and human rights. In Cluster 2 (red), many words became prominent nodes, including “transparency”, “accountability”, “trust”, “responsibility”, “solution,” “ethics,” and “scholar.” Hence, it regards data governance and human rights. In Cluster 3 (blue), no particular prominent nodes showed up and it included “law,” “platform,” “gender,” “race,” “dataset,” “building,” “work,” “auditing,” and “access,” reflecting that this cluster represents the macro, micro and internal impact of the algorithm.

The results of the keyword co-occurrence analysis were similar to those of the title and abstract, which strengthens the credibility of the results. Meanwhile, there are more specific words in the abstract need our attention. This reveals the complexity presented in the area of algorithmic discrimination such as transparency, responsibility, accountability, identification, automated decision making. It also presents the suggestions that scholars have formed in the existing literature research to data governance.

5. Systematization of the related literature

5.1 Online Consumption

Initially one was able to buy the same goods at the same price when shopping online. The region-free nature of digital online shopping can eliminate the differences that previously arose in terms of geographical location. With the development of information technology, the growth of e-commerce has largely expanded and homogenized regional markets. Even if you live in a region where physical shops are very expensive, you can enjoy the same low prices for online shopping as consumers in other regions online. On a price level, you are just one of millions of consumers, anonymous (Mcsweeney & O’DEA, 2017).

In 2000, Amazon classified users based on their geographical location, spending history and online shopping behaviors (BBC News, 2000). The news soon came to light and, in the face of consumer outrage, Amazon quickly held a press conference claiming that the company was simply conducting a special experiment with a random number of accounts and compensating consumers who paid more than the average price for their online purchases (Amazon Press Center, 2000). In 2013, antivirus software developer McAfee adopted a categorical pricing strategy. Older users paid $79.99 for the same software when they upgraded, while new users paid only $69.90 (Caillaud & Nijs, 2013).

This type of price discrimination is one of algorithmic discrimination and is achieved mainly by companies offering different prices for goods to different classes of customers with different characteristics (Siegert & Ulbrichtb, 2020). In contrast to discounts or promotions, if a regular customer has to buy the same item at a higher price than the new customer would have to pay, the regular customer will have a sense of betrayal of the shopping experience and will therefore lose trust in the seller.

The collected literature suggests that there are three levels of price discrimination (Wu, Yang, Zhao, & Wu, 2022). First-degree discrimination is concerned with the customer's willingness to pay and is used by most retail industries to maximize revenue. For example, the use of a name-your-own-price (NYOP) strategies not only increases revenue and volume, such adaptive threshold prices can increase revenue by up to 20% without compromising consumer satisfaction (Hinz, Hann, & Martin Spann, 2011). Second-degree price discrimination, where consumers can identify or choose their own prices, is also an effective means of increasing revenue. For example, consumers may pay a higher price for a benefit or to improve their status (e.g., a high price for a first-class seat or a package ticket at the cinema with a massage) (Phillip Leslie, 2004).

Third-degree price discrimination refers to the establishment of different price systems for consumer groups with different characteristics for a particular category of goods. For example, the online travel agencies HotelTonight and Orbitz.com set prices according to the location and the computer system used (Mac or PC users) (Howe, 2017). If properly regulated, a third level of discrimination can be a win-win situation for both the company and the consumer. For example, a customer who thinks the product is of high quality is more likely to pay a higher price than a customer who thinks it is of low quality (Armstrong & Vickers, 2001). In this way, the company can generate higher revenue. For example, a customer who goes to a restaurant is willing to pay more for a specific table with a great view or better service (Borgesius & Poort, 2017). Some academics have specifically studied the revenue impact of two price discrimination mechanisms on retailers, namely second-degree price discrimination based on consumers' own volition pricing and third-degree price discrimination with store-level pricing. The results show...
that pricing in combination with the second and third levels of price discrimination can allow companies to maximize their revenue (Khan & Jain, 2005).

5.2 Retailing

Recommendation algorithms help connect customers to products they need or want to buy. They also increase visibility to promotions and, in some cases, make shopping more fun (Ikeda, 2021). Even more and more people realize online consumption is the home of consumer data generation, however, online sellers are not the only area affected by algorithm-driven price discrimination. The offline scene of retail stores is still manipulated by algorithms, which is hard for consumers to detect.

For example, in brick-and-mortar retailers, merchants can use mobile phone Wi-Fi signals to track consumers in the shop to obtain their mobile phone model. In addition, brick-and-mortar retailers set prices for shelf items in advance and then issue coupons to individual consumers via mobile phones or through shop loyalty programs, offering them different discounts to increase revenue, a process also known as price discrimination.

In addition, retailers are encouraging their consumers to use mobile devices in their 'showrooms'. For example, to check prices in physical shops, or to buy products at lower prices from their devices rather than from physical shops. Consumers feel that it brings them convenience and physical store executives believe this encourages in-store loyalty. The multiple data of a customer brought by loyalty will form a complete portrait and score of a customer, and merchants can use the score to conduct differentiated marketing on this customer. This is the root of retailing data discrimination.

In Amazon's 'Go' shops or China's Bingo Box, in-store systems are in place to capture customers' movements and facial expressions and personalize products or services (Soo, 2017). Similar tracking systems are used by retailers in the UK and Switzerland, where customers are tracked in other forms such as test beacons, and the data collected informs personalized pricing in online shops. This tracking technology has generated higher profits for most retail shops (Retail News Insider, 2014). As a result, algorithmic pricing strategies are spreading rapidly across online and offline channels across the sales industry, against a backdrop of constantly updated information technology and an explosion in data collection.

It should be pointed out that due to the particularity brought by the immediacy of the sales nature of retail stores, algorithmic discrimination has its positive effect, that is, to avoid waste through dynamic pricing. Some pricing efforts also exist to reduce food waste. A startup called Wasteless Algorithms designed a dynamic pricing algorithm for supermarkets, whereby pricing is periodically adjusted based on product expiry dates. A Spanish retailer used the algorithm and the results showed that this not only effectively reduced food waste by a third, but also increased revenue by 6.3% (Rochelle, M, 2019). Wolak has proposed a non-linear pricing scheme based on water supply facilities set up in relation to changes in water demand and demographic household characteristics, which not only helps water companies to realize revenues and meet water saving targets, but is also a boon to society and the environment (Wolak, 2016).

5.3 Public health

Algorithms are infiltrating the healthcare. Primarily began in the 1970s, from consultation programming for glaucoma to automated intake processes in primary care to scoring systems that evaluate newborns’ health conditions, patients regularly encounter these technologies and algorithms whether they know it or not (Christensen, Manley & Resendez, 2021). Personal patient data is the main training basis for these algorithms, which help the healthcare providers involved to make health decisions. The growing deployment of and dependence on algorithms has made healthcare beneficial for operational efficiency, waste reduction, health research and healthcare resource management. Insurance companies also use algorithms to determine risk and adjust healthcare costs.

Meanwhile, violation of fairness looms large. One such program for docking specialized resources for care is being used in thousands of hospitals in the United States. This program has been found to be biased and to further widen social disparities. When ranking patients in need in order of priority, white patients tend to be treated ahead of black patients with more serious conditions due to the erroneous use of past medical expenditure databases (where black patients have historically had lower levels of medical expenditure) as supporting data (Obermeyer, Powers, Vogeli, & Mullainathan, 2019).

Some scholars pointed out that applying the health care algorithm used in the study hospital to the rural clinic under the assumption that the rural clinic would have access to the same level of resources as the study hospital, the
algorithm generated health care resource allocation decisions that were not accurate and had many gaps (Danks &
Currently, the algorithms used in the clinic to predict future healthcare spending are color-biased, with white pa-
tients likely to enjoy higher healthcare spending than black patients, which would lead to disparities in healthcare
delivery (Obermeyer, Powers, Vogeli, & Mullainathan, 2019).
Several other potentially racially biased models of ML are still in pre-clinical development. Several studies have
clearly demonstrated that Black patients suffer from a strong racial bias in medical treatment. Specifically, black
patients show higher rates of false negatives when using the opioid abuse classifier (Thompson, Sharma, Bhalla,
Differences in mortality prediction and x-ray diagnosis among other races and ethnicities; and differences in burn
recognition and diabetic retinopathy recognition among dark- and light-skinned patients. While no conclusions can
be drawn regarding the prevalence of racial bias in published ML clinical studies, the breadth of ML clinical mod-
els susceptible to racial bias in this review exposes that a significant element of racial bias is drawn into the coding
process in ML models and is likely to have a strong negative impact on patients in all aspects of healthcare.
As presented by Panch, Mattie and Rifat Atun, the application of algorithms not only has a macroeconomic and
social impact, but also exacerbates inequalities in religion, socioeconomic status, gender, race, ethnic background,
disability or sexual orientation to the detriment of equitable sharing of resources in the health system (Panch, Mattie,
& Atun, 2019).
Discrimination against disadvantaged groups who are less vocal needs time to be rectified by giving them the
necessary help in the meantime, and by trying to 'protect' and care for them so that they can access the same ser-
dvices and rights as the majority in society. This can be achieved through an algorithm that incorporates an artificial
criterion that overemphasizes these groups over others (Igoe, 2021). This project is a pioneering area of research
that is currently speculative and unproven, and still requires considerable effort to break through the technical bar-
riers.

5.4 Public Finance

The existing legal system and regulatory bodies in the US are not yet sufficient to regulate and control algorithmic
discrimination and are not sufficiently effective to prevent discrimination and enforce fair lending. The only
existing laws are the legal systems developed in the 1960s and 1970s, such as the Fair Housing Act of 1968, the
the time, we faced an almost exact opposite dilemma: there were not enough standardized data sources to make
decisions and far too little credit data available (Klein, 2020).
At the end of 2019, an investigation of Apple cards by the New York Department of Financial Services revealed
that Apple applied relevant algorithms to offer different credit limits to male and female users with apparently sim-
ilar financial situations. This case is a typical application of algorithmic discrimination in the financial sector.
In the non-algorithmic world, credit is allocated based on the risk of the borrower, hence the term 'risk-based
pricing'. The lender simply assesses the real risk of the borrower being able to pay back the money on time and then
charges the borrower a fee for borrowing. The reference factors for determining risk, many of which are almost
always linked to one or more of the protected categories at the social level. It is clear that determining the ability of
a repayer to repay a loan is a legitimate commercial influence. As such, financial institutions are entitled to, and do,
use factors such as debt, income and credit history to determine whether to offer credit and the interest rate at which
to offer it, even if this relates to factors such as gender, race, etc.
In the algorithmic world, artificial intelligence combines machine learning and big data to incorporate different
types of data into credit calculations. For example, your web browsing history, the type of phone you use, the mov-
ief tickets you buy, the shoes you wear and the places you shop. All traces of data you leave on the web, including
online purchases and video browsing, have the potential to be integrated into credit models. But all that exists here
is a statistical relationship; this data is still unpredictable, much less likely to be legally allowed to be incorporated
into credit decisions.
Specifically, they surveyed Wayfair, a European online shopping company similar to Amazon but on a much
larger scale, using the application of credit to complete online purchases as a special survey target. These five digi-
tal footprint variables are not only simple, but easy to access at no cost to the lender. Specifically, there is the type
of computer the borrower has (Mac or PC); the type of device (phone, tablet, PC); the time of day the borrower ap-
plies for credit (if someone borrows at 3 am, it must not be a good sign); the borrower's email domain (Gmail is riskier than Hotmail); and is the borrower's name part of their email (if it is of the borrower's name, it indicates a high level of trust). Unlike improving credit scores, which is a traditional method used to determine who will receive a loan and to predict the interest rate on the loan (Berg, Burg, Gombovic, & Puri, 2018).

Algorithmic discrimination can transform consumer lending. On the positive side, the introduction of algorithmic discrimination could help identify millions of good credit risks who are currently being denied access to credit and allow them to re-qualify for credit, thereby escaping the criticism associated with meta-buying empiricism and allowing financial institutions to judge users more efficiently and comprehensively, resulting in a win-win situation for all. On the negative side, however, AI could bring about a wave of implicit discrimination, driven easily by historical discrimination factors ingrained in society, which could lead to the denial of credit or the use of a range of variables to increase interest rates (Klein, 2019).

5.5 Public Education

The three factors of race/ethnicity, nationality and gender have been the focus of most research on educational algorithms.

Several scholars have utilized five different algorithms to identify differential performance between students of different racial/ethnic groups in a six-year college graduation model. In the algorithm results it was found that white students had tended to have higher rates of false positives, while Latino students had higher rates of false negatives (Anderson, Boodhwani, & Baker, 2019).

Yu and colleagues made research on the potential rate of college dropout, discovering that non-white or Asian students were scored with worse true negative rates and easier recall of their identities in the algorithm models, and if the student is studying in person the results will get worse in accuracy (Yu, Lee, & Kizilcec, 2021). When the essay was scored automatically, it was shown that the E-Rater system has distinct preference for 11th grade Hispanic and Asian-American students, who were received significantly higher scores compared with human essay raters, while White and African American students’ showing more accurate (Bridgeman, Trapani, & Attali, 2009). This effect did not appear again in subsequent studies of GRE students using the new version of E-Rater; instead, E-Rater gave much lower scores to African American students than manual graders for certain types of essays (Bridgeman, Trapani, & Attali, 2012).

Differences in the reliability of models of learners' native languages have been investigated in the context of educational applications of natural language processing, with automatic essay scoring as the main object of study. Naismith and others have found that word lists are one of the common measures of vocabulary complexity and that native speakers are better suited to use this learning aid as opposed to second language learners; while the method is effective in distinguishing learners with different proficiency ratings, there are also systematic differences in ratings for learners from different countries (simply put, in the case of two people from different countries with equal language Arabic-speaking learners tend to be rated lower than Chinese-speaking learners when their proficiency levels are comparable) (Naismith, Han, Juffs, Hill, & Zheng, 2018). In addition to this, they found evidence of significant differences between the corpora used by the different testing agencies.

Kai and other academics have examined the performance of male and female students and found that both groups performed very well. In particular, the JRip decision tree model presented fairer data than the J48 decision tree model, but the JRip model showed that girls still received slightly better grades than boys (Kai, Andres, Paquette, Baker, Molnar, Watkins, & Moore, 2017). Hu and Ranwala conducted a study on a range of algorithms that predict whether students are at risk of failing and found that the data measured by these models indicated that male students performed worse than female students, but this result could not match the true performance grades in university courses (Hu & Rangwala, 2020). In addition, Gardner and others looked at dropout prediction systems for MOOC universities and found that several algorithms presented data indicating that female students performed worse than male students, but this was attenuated in courses with 50-80% male student numbers. But again, surprisingly, when in courses with less than 45% male students, female students perform much worse (Gardner, Brooks, Andres, & Baker, 2018).

Western scholars Ryan S. Baker and Aaron Hawn point out that there are currently two challenges that prevent deeper research into groups known to be at risk of algorithmic bias as a way of detecting just how much bias exists. One of these is the economic challenge, where the power of capital is so great that algorithm developers encounter layers of obstacles to uncovering algorithmic biases in commercial systems, and where simply collecting the data
needed to investigate algorithmic biases is inherently risky and can easily run afoul of legal boundaries or core corporate interests (Baker & Hawn, 2021). Another challenge arises in the educational field, where algorithmic bias in the education system is intersectional, for example, where the specific identities of members of multiple groups can have a specific impact and hold each other back (Crenshaw, 1991).

5.6 Human Resources

Even before algorithms became commonplace, discrimination existed in human resources (HR), and Frijters notes that in HR recruitment and HR development, algorithms would recommend not hiring or supporting someone in their current position if their productivity-irrelevant characteristics were unpopular or not compatible to the value of the company (Frijters, 1996). As technology has evolved, algorithms have widely been applied to human resource management. This has triggered a new type of algorithm-based discrimination in the field of human resources.

Similar algorithmic discrimination existed in Amazon's original hiring algorithm when the option of male was the preferred criterion for career "fit", which resulted in female applicants not having priority for resume screening. These facts not only existed in the past, but are still very common in the development and implementation of existing algorithms, and this phenomenon is further exacerbated by the lack of historical data diversity in the field of computer and data science (Lee, 2019).

The original goal of algorithm-based HRM systems was to improve efficiency, particularly in recruitment applications. As early as 1996, it was suggested that implementing algorithmic systems to help HR make decisions could reduce the pressure on HR departments and increase efficiency by screening high-match talent for companies, reducing exceptionalism and providing companies with a continuous supply of a large workforce (Porter, 1996). For example, in industries such as hotel chains and retail, where staffing fluctuates, companies have to go through a large number of CVs and conduct a large number of interviews each year to fill vacancies and keep the company running (Leicht-Deobald, Busch, Schank, Weibel, Schafheitle, Wildhaber, & Kasper, 2019).

Providers of HR tool services are seeing new opportunities, touting their ability to provide staffing solutions to companies and citing them as the obvious choice to help them win the war for talent. This is because algorithmic results have been proven to be fairer and more reliable than manual screening.

Therefore, the main benefits of algorithm-based HR systems for companies are 1) efficiency 2) reduced bias from staff and 3) based on past hiring evidence, decisions are superior to human intuition. However, in recent years, many scholars have questioned the objectivity and fairness claimed by algorithm-based HR systems.

O'Neill, a mathematician with previous experience working in finance, points out that two factors, race and gender bias, still influence the algorithms of HR processes, specifically in the areas of staff recruitment, performance evaluation, etc (O’Neil, 2016). For example, after being trained by historical employment data, the hiring algorithm will position men as being more suitable for managerial positions, leading to the preconceived assumption that women are less interested in managerial positions, ultimately leading to the social outcome that managerial positions are mostly male. As a result, the recruitment algorithm is much less likely to push management job advertisements to women on social media, so that women do not have access to such advertisements and therefore do not have the opportunity to apply for such positions. In this case, the recruitment algorithm further 'optimizes' the algorithm by assuming that women are not interested in such positions and then actively generates a specific raw gender bias, which further exacerbates the situation (Devlin, 2017). In this context, Buolamwini and Gebru examined how facial recognition algorithms could create a clear racial bias, as research has shown that some algorithms determine that African-American women are less capable of working than Caucasian women (Buolamwini & Gebru, 2018). The discrimination found in the above two studies is generated by the process of using data to train algorithms by machine-learning developers.

Another observation about the reason of racial discrimination and racial discrimination is about the input of algorithm. Crawford speculates that since the majority of algorithm developers are white males, there is inevitably a "white" gene etched into them, and it is often difficult to detect. It is also difficult to verify because the algorithms used to make HR decisions are often stored in black boxes of proprietary code, and technology companies are reluctant and unwilling to disclose this core code to the public (Pasquale, 2015).

5.7 Criminal (Justice)

This prediction system refers to historical crime data and tends to contribute to the risk of recurrence of improper
enforcement (Koepke & Robinson, 2016). Vendors shield the technology in secrecy, and informed public debate is rare. Some algorithmic processes within the justice system are suspected of discriminating against African-Americans, sometimes judging them to have a higher likelihood of committing dangerous crimes, but the opposite may be true (Angwin, Kirchner, Larson, & Mattu, 2016).

Correctional Offender Management Profiling for Alternative Sanctions (The COMPAS) algorithm is a means used by judges to predict whether defendants should be detained or released on bail pending trial. A report from ProPublica shows that it was found to be biased against African-Americans (Brennan, Dieterich, & Ehret, 2009). The algorithm determines the defendant's risk level for future offending and assigns a corresponding risk score based on a large amount of data such as the defendant's household registration, arrest record, family situation and other variables. Among people who are equally likely to re-offend, African-Americans have a higher probability of receiving a higher risk score than whites, thereby prolonging the time that such people are detained pending trial (Corbett-Davies, Pierson, Feller, Goel, & Huq, 2017). Finally, the facts show that among African Americans, only 20 per cent of those predicted to commit a violent crime actually do so.

The presence or absence of a criminal history among a defendant's friends is one of the assessment criteria used by the COMPAS risk assessment algorithm to predict whether a defendant has committed a crime. Thus, if a defendant has friends with a criminal history, he will be caught in a vicious circle where he is judged by the system to have a higher likelihood of committing a crime, and the likelihood of being sentenced to prison will increase. Thus, the mere fact of relevance increases the number of people in a given population who are likely to commit a crime (Grgić-Hlača, Redmiles, Gummadi, & Weller, 2018).

Angwin, along with other scholars, has demonstrated the inaccuracy and discrimination of the crime prediction algorithms predominantly employed in the US criminal justice system. For example, experiments have demonstrated that both black and white subjects are at risk of being misassessed, with blacks having a much higher risk of reoffending than whites. Although race itself was not one of the reference criteria used to generate this risk score, the other reference criteria and characteristics used, such as information about interests, family beliefs, and family members, were all highly race-related factors, which explains the differences in accuracy of the test results between races. In addition, the risk of reoffending is often underestimated in the social life of white defendants, which is not the case, as is rarely the case with black defendants. Their findings are summarized in Table 1 (Angwin, Kirchner, Larson, & Mattu, 2016).

### Table 1. The examples of Prediction fail for white and black defendants

<table>
<thead>
<tr>
<th></th>
<th>White Defends (%)</th>
<th>Black Defends (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Being labeled higher risk, but didn’t re-crime</td>
<td>23.5</td>
<td>44.9</td>
</tr>
<tr>
<td>Being labeled higher risk, yet did re-crime</td>
<td>47.7</td>
<td>28</td>
</tr>
</tbody>
</table>

#### 5.8 Ride Hailing

The prices of taxi apps are automatically generated in accordance with the length of the journey demanded by the user and the supply and demand for taxi services in the area. There is a great deal of concern about the AI algorithmic bias embedded within taxi-hailing programs, as it could have a disparate impact not only on all types of consumers, but also on the future of intelligent automation, resource allocation, intelligent urban automation and resource allocation in cities around the world.

Uber can use artificial intelligence predictive models to determine high-demand locations for dispatching rides by using historical customer demand information collected to predict future demand for rides (Hermann, 2019). Uber's own algorithms calculate fares based on the length of the ride, the distance travelled and the time spent using the program. In addition, the system automatically increases the price if, for example, demand for a trip is greater than the attack, based on local supply and demand, a concept known as "surge ridership". A similar concept is used by the famous taxi company Lyft, which internally refers to it as "prime time pricing" (Banerjee, Johari, & Riquelme, 2016). "Surge ridership varies by separate "surge zones" within a city, with each area having a separate "surge multiplier" (Chen, Mislove, & Wilson, 2015).

Researchers Akshat Pandey and Aylin Caliskan conducted an in-depth study of a sample of 100 million ridesharing rides in the city of Chicago and found that the dynamic pricing algorithms of most ridesharing software con...
continuously learn AI preferences based on the diversity of the population. The algorithm for measuring bias can be used not only to measure AI bias in carpooling, but is also applicable to examine bias in a dataset of location-based predictive AI models that have continuous outcomes such as pricing. During the period from November 2018 to September 2019, the use of the ride-hailing app would have faced higher fares for non-white residents, younger, poorer, and more educated populations in the city of Chicago. In addition, demand and pricing interact, and future demand is also influenced by current and past pricing, which in turn can affect pricing (Pandey & Caliskan, 2021).

5.9 Autonomous Vehicles (AVs)

Many studies have warned that the completely different results of the data mining process can furniture exacerbate algorithmic discrimination in AVs (Barocas & Selbst, 2016) and that algorithmic bias may lead AVs to prioritize the safety of specific groups of road users when making decisions (Selbst, 2017). Meanwhile, there is a warning voice that the manufacturers and algorithm designers prioritized the safety of auto vehicle passengers to maximize profits, by introducing unintentionally or intentionally discrimination against drivers, which is lack of legal frameworks (Liu, 2018).

Benjamin Wilson, Judy Hoffman and Jamie Morgenstern found that the latest object detection system used in self-driving cars had a higher recognition rate for lighter-skinned pedestrians, and conversely a lower recognition rate for darker-skinned pedestrians. Specifically, the technology was five percentage points less accurate in detecting darker-skinned people when factors such as intervals or obstructed vision were controlled (Wilson, Hoffman, & Morgenstern, 2019).

Kevin Todd raised some serious moral and legal questions which cannot be clearly answered till now. For example, if a car is not inherently a safety hazard, but is more likely to run over a black or brown person than a white person, should that car be allowed on the road? What is the benchmark for the safety of such a vehicle? Should the criterion be, "Should an AV be equally likely (hopefully not very likely) to hit any given pedestrian?" Or, "Should an AV be less likely to hit any given pedestrian than a human-driven vehicle?" Given what we know about algorithmic bias, should an automaker be liable for more damages if a car hits a black or brown pedestrian than if it hits a white pedestrian? Do tort law claims, such as design defects or negligence, provide sufficient incentive for automakers to address algorithmic biases in their systems? Or should the government create a uniform regulatory and testing system for algorithmic bias detection in self-driving cars and other advanced and potentially dangerous technologies? (Todd, 2019).

As auto vehicles get smarter, they could pose all sorts of unforeseen problems. Tesla launched version 2021 of its self-driving car software after it led to more than a dozen emergency vehicle collisions, an issue that caught the attention of a federal agency investigation and was cited as a major source of cases to advance the legislative process to regulate self-driving technology. While there are many reasons why these collisions occur, one of the main factors is that the artificial intelligence driving the car can be disturbed by flashing lights and vehicles pulling over, leading the underlying algorithms to react in unpredictable and catastrophic ways (Kim, 2021).

There is another example. Suppose that, in search of convenience, the AI system initially chooses a route that avoids a certain part of town, and thereafter chooses this same route every time. Gradually, machine learning or deep learning may stagnate computationally and always take the same route. This would mean that driverless cars would never appear in other parts of the town, and this is where the lack of flexibility and shortcomings of artificial intelligence come into play (Eliot, 2020).

In order to keep liability claims at a constant level, manufacturers also program the driving behavior of AVs according to the average income of a given area. In simple terms, this means that self-driving cars will be "more cautious" in "affluent" areas than in "economically deprived areas" (Himmelreich, 2018). This could be seen as discrimination based on income levels, as it effectively shifts the safety risk from areas with higher income levels to areas with lower income levels.

In the literature, Hazel Lim and Araz Taeihagh describe Singapore and Japan's approach to mitigating algorithmic discrimination in autonomous driving technology. The governments of Singapore and Japan have issued a series of guidelines that emphasize the explanatory power and transparency of algorithmic programming, but not specifically in the field of AI for AVs, while the EU GDPR explicitly prohibits the use of sensitive personal data for algorithmic decision-making. In the context of AVs, further measures are needed to analyze bias and its impact on security and discrimination (Lim & Taeihagh, 2019).

Identifying discrimination and bias in algorithms is a long way off, as complex machine learning algorithms are
not opaque, but transparency can still be increased by both ensuring traceability of output to input and increasing the interpretability of algorithms, so it is clear that there is still a huge challenge ahead.

5.10 Advertisements

Scholar Latanya Sweeney investigated the role that the element of race plays in Google ads. First, she searched Google pages for common African-American names and noted down the ads that appeared with the results. She then followed the same steps to search for names that were more common among whites. The results showed that ads were more likely to be generated in the results of searches for names that looked like African-American names. In addition to racism, the Google search engine also suffers from gender bias. Anja Lambrecht and Catherine Tucker looked at the Google website and found that 20% more men than women had seen the ads. In particular, women aged 25-34 were 40% more likely to have seen STEM ads than women of the same age (Lambrecht & Tucker, 2021).

One of the reasons for this may be that the algorithm has learned the appropriate behaviour from women - women click on ads less often than men. In addition to this, the algorithm may face some sort of sample data shortage, as fewer women have access to advertisements or, alternatively, to the web. Thirdly, the algorithm reflects cultural traditions and underlying mechanisms of discrimination against women in some countries.

A study finds that in 2021 advertisers will use Facebook's advertising platform to collect private data to target cultural interest groups, or groups that use the Lookalike and Special Ad Audience tools, to discriminate on the basis of race and ethnicity. These advertisers also provide evidence that this approach works - demonstrating that the idea of preventing discrimination "through unconscious fairness", i.e., by eliminating the use of protected class variables or proximity agents from the model, does not reduce the likelihood of algorithmic bias (Zang, 2021).

Datta and his colleagues found evidence that when men see relevant ads on Google's platform and try to get jobs that pay more than women, such as coaching services, this not only increases the gender pay gap, but the status of women is further jeopardized (Datta, Tschantz, & Datta, 2015).

Due to the opaque nature of the ad recommendation system, the authors were unable to determine the reasons for this effect; the policy of the advertiser's algorithm may be to tailor the ads displayed according to gender, which is not in itself illegal or discriminatory. The prevailing argument is that men are more likely than women to click on job ads in the coaching services category, so it is the difference in online behavior between men and women that drives the algorithm to show these coaching services jobs to men.

Sweeney, on the other hand, demonstrated that, regardless of whether the name searched for had an arrest record, ads suggesting an arrest record appeared more frequently when searching for black names than when searching for white names. It is unclear why this discrimination occurs, and here are a few reasons: First, it may be that advertisers are defining specific search terms as targets for their ads. Targeting is one of the key tools for accurate advertising and this is not suspected of being illegal. Secondly, it could be because user behavior, such as clicking behavior, has driven machine learning algorithms to make these decisions based on specific names (Sweeney, 2013).

6. Discussion, implication and limitations

6.1 Data governance and algorithm discrimination

Some Scholars suggests audit study: using fictitious correspondence to detect algorithm discrimination detect. This is the most recognized social science method for detecting racial discrimination in employment and housing (Pager, 2007). Specifically, an external auditor would submit a fictitious CV or housing application in the same way as an employed person, and prepare two or more equally valid documents reflecting the same background (including education level and experience) to test the employer or landlord shi’fou, but these documents would vary only by race. For example, researchers can manipulate the fictitious applicant's race between the conditions "Emily" and "Lakisha" in order to issue prospective employers with "Caucasian" and "African-American". Thus, the different reactions of employers to two identical CVs reflect racial discrimination. This method can detect obvious discrimination (such as race and gender), but it is difficult to detect discrimination caused by the company's personalized settings, of which the content is only known to company insiders.

If we explore the source of algorithmic discrimination around the whole process of algorithm and data generation, as Figure 8 shows, we will have more detailed findings. We begin with processing. Pre-processing the data used for training algorithms can be effective in reducing discrimination. Typically, discriminatory datasets are biased in some way, so when they are used to train machine learning algorithms, they will inevitably result in
certain users or groups of users being unwelcome or discriminated against. Once the vulnerabilities within the data set have been patched as a way to reduce the probability of discrimination, the data can be reused to train any other algorithm type.

![Data Governance Process](image)

Figure 8. Data Governance Process.

Take an unbalanced dataset, which is a dataset that does not contain a true data distribution and contains more instances of a particular type of user than other datasets. The problem of unbalanced datasets is not limited to numerical discrimination and different techniques have been proposed to deal with unbalanced datasets in the more traditional machine learning and data mining domains that exist, such as: oversampling, which replicates under-represented data elements; under sampling, which removes data elements from over-represented classes; and resampling, which involves swapping labels on data elements. Within the field of digital identification, the proposed approach includes re-tagging data elements to ensure fairness, which has similarities to the aforementioned resampling approach.

Other scholars have proposed eliminating the effects of direct or indirect discrimination directly from the dataset (Feldman, Friedler, Moeller, Scheidegger, & Venkatasubramanian, 2015). Among them, the authors propose the principle of the "80% rule" test to detect the effects of differential discrimination, a principle advocated by the US Equal Employment Opportunity Commission.

Structured data is a type of data that is highly specific and stored in a predefined format. Unstructured data is an aggregation of many different types of data stored in its original format. Structured data is typically stored in data warehouses and utilizes a write model, while unstructured data is stored in data pools and utilizes a read model. Both can use cloud space, but structured data requires less cloud storage space, whereas unstructured data requires more. For the average business user, structured data is the easiest to get started with, as the use of unstructured data requires data science expertise from which accurate business intelligence can be obtained (Talend, 2022). Therefore, for most people, unstructured data is the most challenging data element to solve algorithmic discrimination.

6.2 Human rights and algorithm discrimination

Algorithmic discrimination is not only a violation of human rights, it is also a violation of the right to fairness and equality as required by fundamental human rights.

Take the search engine business as an example. Search algorithms and search engines are not set up to treat all information the same, as creating differentiation is one of the main sources of funding for search engine companies. While processes used to select and index information may be applied consistently, the search results will typically be ranked according to perceived relevance. Accordingly, different items of information will receive different degrees of visibility depending on which factors are taken into account by the ranking algorithm (ARTICLE19, 2016).

While the process of selecting and indexing information is the same, the system tends to rank search results based on perceived relevance. The factors taken into account by the algorithms used for ranking therefore dictate
that different items of information will receive different levels of visibility.

Search engines and search algorithms do not treat all users equally. The different results produced by the system are presented to users in order according to their behavior or other characteristics, including personal risk characteristics. Individual risk profiles can be used to assess a user's insurance or credit score, or applied to more general differential pricing, where different prices are set for the same goods or services based on different consumer characteristics.

If we extend the context of human rights violations leading to inequalities from individuals to companies, the inequalities caused by data discrimination are even more pronounced. Influenced by data aggregation and data analytics, ads from smaller companies registered in less affluent communities are ranked lower than larger companies by search algorithms and search engines, putting these smaller companies at a commercial disadvantage by reducing their exposure.

Some scholars point out that human rights violations can be judged by whether people intentionally violate human rights. This requires us to focus on the process of machine learning to measure at which critical steps proactive intervention is needed to detect human rights violations.

It is also concerned with the parties’ perceptions of rights and obligations under different systems of legal language - whether subjective intent constitutes a violation of human rights, or whether facts cause a violation of human rights. In the case of human rights law, it is based on facts. Whether or not a violation is caused is the key to determining whether a human rights violation has occurred. If, instead, the focus is on subjective intent in the framework of algorithmic discrimination, it makes subjective intent difficult to prove and can create a conflict with human rights law. For example, in the non-discrimination law introduced in the EU it is clear that intent to infringe is not a requirement.

6.3 Innovation and Algorithm Discrimination

From a positive perspective, algorithmic discrimination is an innovation in precision marketing, media and retailing. It can help individual consumers find the goods or services they want more quickly, and choose their needs efficiently among the limited goods. It can also improve the efficiency of the enterprise in marketing, promoting the user's second or multiple consumption without additional cost. Diminishing marginal costs will help companies to earn excess returns. There are many examples of innovation changing the consumer sector and even the whole society.

<table>
<thead>
<tr>
<th>Table 2. Comparison of Structured Data and Unstructured Data</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Structured Data</th>
<th>Unstructured Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>stores in</td>
<td>• The model for pre-defined data</td>
<td>• The model for no pre-defined data</td>
</tr>
<tr>
<td></td>
<td>• Text only (majority of time)</td>
<td>• Video, Image, Sound, Text</td>
</tr>
<tr>
<td></td>
<td>• Easy to search</td>
<td>• Applications</td>
</tr>
<tr>
<td></td>
<td>• Relational databases</td>
<td>• Data Warehouses</td>
</tr>
<tr>
<td></td>
<td>• Data warehouses</td>
<td>• NoSQL databases</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Data lakes</td>
</tr>
<tr>
<td>Created by</td>
<td>Humans or machines</td>
<td>Humans or machines</td>
</tr>
<tr>
<td>Typical applications</td>
<td>• Inventory control center</td>
<td>• Word processing</td>
</tr>
<tr>
<td></td>
<td>• The systems for airline reservation</td>
<td>• Presentation software</td>
</tr>
<tr>
<td></td>
<td>• ERP systems</td>
<td>• Tools for viewing or editing media</td>
</tr>
<tr>
<td></td>
<td>• CRM systems</td>
<td>• Email clients</td>
</tr>
<tr>
<td></td>
<td>• Phone numbers</td>
<td>• Tools for viewing or editing media</td>
</tr>
<tr>
<td></td>
<td>• Product names and numbers</td>
<td>• Text files</td>
</tr>
<tr>
<td></td>
<td>• Dates</td>
<td>• Audio files</td>
</tr>
<tr>
<td></td>
<td>• Social security numbers</td>
<td>• Images</td>
</tr>
<tr>
<td></td>
<td>• Credit card numbers</td>
<td>• Video files</td>
</tr>
<tr>
<td></td>
<td>• Customer names</td>
<td>• Surveillance imagery</td>
</tr>
<tr>
<td></td>
<td>• Addresses</td>
<td>• Email messages</td>
</tr>
<tr>
<td></td>
<td>• Transaction information</td>
<td></td>
</tr>
</tbody>
</table>
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Customer experience is enhanced by innovation. Famous technology companies such as Facebook, Google, Facebook, Yahoo and LinkedIn build data products “People You May Know,” “Groups You May Like,” or “Jobs You May Be Interested In” by collecting information about users' education, employment and mutual friends. "Jobs you might be interested in". Bridgestone USA uses a combination of internal data, software provider data and car manufacturer data to advise customers on the choice of repair shops.

Innovation leads to more efficient business management, which promotes innovation in society as a whole. Netflix introduced filtering algorithms to predict customers’ movie ratings. Amazon's powerful recommendation engine enables predictive modelling in data products. Trifacta has developed Cloud Dataprep to rapidly capture, process and model data as a way of providing data preparation services to users. Google Data Studio has developed a visual analytics-based data product that analyses embedded visual insights to unlock potential value for improved decision-making. Google delivers targeted advertising for advertisers to reduce the cost of exposure to non-effective users, thereby reducing their unnecessary marketing costs.

Innovation in the field of algorithms, whether for personal consumption or enterprise management, must be highly dependent on the rich soil of customers. Data is generated from increasing customer interactions. Consumers are constantly adapting to the changing digital ecosystem with companies or platforms and their products, and the continuity, interactivity and parallelism of algorithms relies heavily on this consumer interaction. We encourage innovation because of the social efficiency it brings. However, we are concerned about the abuse of innovation, that is, substance discrimination will arise after excessive use.

Some companies see their algorithms as a valuable form of intellectual property, but also to hide the truth from outsiders under the guise of trade secrets and to keep their core interests out of reach (Pasquale, 2010). In response to this proposition, one scholar has further proposed a possible solution: disclose the algorithm to expert third parties who would hold it in safe custody; allow it to be reviewed for public interest reasons, but not made public. The dubious aspect of this solution is that the algorithm is not straightforward and cannot be interpreted to determine whether discrimination exists. Even with audit staff, a large number of algorithm engineers working together to write complex code packages would not allow for effective review.
6.4 Current Regulation and Algorithm Distribution

The US and the EU are leading the way globally in terms of legislative protection against algorithmic discrimination.

In the EU, non-discrimination law and data protection law are the two most relevant legal instruments for protection against algorithmic discrimination. The European Convention on Human Rights states in Article 14. The enjoyment of the rights and freedoms set forth in this Convention shall be secured without discrimination on any ground such as sex, race, color, language, religion, political or other opinion, national or social origin, association with a national minority, property, birth or other status.

Case law states that the European Convention on Human Rights explicitly prohibits any form of direct or indirect discrimination. **Direct discrimination** is discrimination on the basis of a protected ground (e.g., ethnic origin). The European Court of Human Rights has described direct discrimination as follows: "there must be a difference in the treatment of people, which is based on "identifiable characteristics"."

A similar definition can be found in EU non-discrimination law. **Indirect discrimination** refers to practices that appear neutral on the surface, but in fact end up discriminating against people of a particular ethnic origin or other protected group. It is worth noting that in the United States indirect discrimination is referred to as "disparate impact"; direct discrimination is referred to as "disparate treatment". The European Court of Human Rights has described indirect discrimination as follows: "a difference in treatment may take the form of disproportionately prejudicial effects of a general policy or measure which, though couched in neutral terms, discriminates against a group. Such a situation may amount to ‘indirect discrimination’, which does not necessarily require a discriminatory intent.”

In practice, the above non-discrimination law has the dilemma that they cannot be implemented. This is partly because it is difficult to prove, or because it gives the algorithm enough room for the discriminator to claim a sufficient objective reason to discriminate. As the European Court of Human Rights has said, the grounds for algorithmic discrimination must be reasonable and objective.

There is a risk that a policy or measure with a disproportionate prejudicial effect on a particular group may be considered discriminatory, even if it is not specifically designed for that group and does not contain a discriminatory intent. However, such a situation only arises when there is no 'objective and reasonable' justification for such a policy or measure. The government is deemed not to be pursuing a legitimate aim if there is 'no objective and reasonable justification' for such an approach, in other words, if there is an unreasonable proportionality between the aim sought and the means employed.

More detailed references can be made to the European Commission's Data Protection Convention 108+ and the EU's General Data Protection Regulation (GDPR). The main rules in both instruments have a high degree of similarity. Among them, the eight core principles are as follows. (a) Personal data may only be processed in a lawful,
fair and transparent manner. (b) Such data may only be collected for a pre-specified purpose and only for a purpose consistent with the original purpose. (c) Organizations should collect or use data within a limited amount. (d) Organizations must ensure that data are accurate and up-to-date. (e) Organizations should not store data for excessive periods of time. (f) Organizations must ensure data security. (g) The organizational decision-maker ("controller") of the purpose and means of processing is the first responsible person to comply with the control provisions.

Similar to our reference to anti-discrimination law, the GDPR also has a power of interpretation. Since there is no legal practice in this part, it is limited to intense interdisciplinary discussions among scholars. On the one hand, scholars such as Edwards and Veale and Wachter doubt the validity of this right and point out that many algorithmic decisions are not subject to the rules of the GDPR (Wachter, Mittelstadt, & Floridi, 2017). For example, the rigor of the extent to which Article 22 of the GDPR applies to algorithmic decisions that are primarily, rather than "exclusively", based on automated processing needs further discussion. For example, if, guided by the algorithmic system's recommendations, a bank employee refuses to extend credit to a customer, then Article 22 would not apply (Kay, Matuszek, & Munson, 2015).

On the other hand, scholars such as Malgieri and Comandé say that the GDPR does provide a right of interpretation (or 'readability') of automatic decisions. As Veale and Edwards point out, the rules in Convention 108 are not as strict as they should be with respect to binding individuals to automatic decision making. Under Convention No. 108, a person has the right "to obtain knowledge of the reasons for the processing of data upon request, where the results of the processing apply to him or her" (Veale & Edwards, 2018). Convention No. 108 therefore does not limit this right to decisions with legal or significant implications. Similarly, we will have to wait and see what effect this different wording will have.

Unlike direct and indirect discrimination in European Law and Regulation Framework, antidiscrimination law in the US is divided into intentional and unintentional discrimination (Selmi, 2011). Intentional discrimination is further divided into two classes, claims where intent is proved through traditional means and claims involving systemic discrimination that generally involve the use of statistics to prove intent. Many of the issues relating to the discriminatory potential of algorithms are not unique to algorithms but are problems that have been a staple of antidiscrimination law. In the cases that have occurred so far, both plaintiff and defendant have relied on anti-discrimination laws to defend themselves, and some decisions have had far-reaching implications for algorithmic discrimination. For example, Ricci v. DeStefano involved a promotion test conducted by the City of New Haven for various supervisory positions in its fire service. As a result of the disparate impact, the city effectively discarded the test results by not certifying them, and they were then sued by a group of white and Latino firefighters who, based on their test scores, would likely have been promoted during the two-year life of the list. In the writing for the court in United States v. Brennan, issued shortly after Ricci and curiously ignored by the algorithm literature, Judge Calabresi noted that a strong evidentiary basis requests more “than speculation” and “more than a mere fear of litigation, but less than the preponderance of the evidence that would be necessary for actual liability.”

In addition to the difference in definition between the US and EU, there are more specific operational protections in practice in the US. For example, there is legal support for outsiders who want to initiate algorithmic discrimination investigations. Thanks to the protection of the Computer Fraud and Abuse Act (CFAA), the government can prosecute anyone who violates the terms of service of a website. Any researcher investigating how proprietary information systems operate, even if it is to look for discrimination, is likely to violate the TOS.

6.5 Limitations

One thing we must now realise is that we have little control over how our information is collected or used, and very often have to let it happen. While we may be able to intervene before and after an algorithm is created, this does not complete the task of eliminating the occurrence of algorithmic discrimination. In the age of the internet, despite our desire for fairness, the nature of the internet itself dictates that different groups of people will receive different influences and treatment.

Ethical management should be ex ante intervene. We need to set new ethical standards for machine learning and data mining. To put it another way, we may design algorithms in an immoral way. For example, Greyball, a software tool of Uber, aims to predict which taxi drivers may be undercover law enforcement officers, thus enabling the company not to violate local regulations. When Volkswagen accepts the vehicle test, its algorithm allows the vehicle to pass the emission test by reducing nitrogen oxide emissions (Char, Shah, & Magnus, 2018). Protection is not enough if there is only the accountability model after harm.
The learning ability of the algorithm is too fast, and it can start a causal self-realization cycle. Scholars have discussed the possible reasons of feedback loop and system loop as unfair prediction (Brayne, 2017). This involves creating a negative vicious circle, that is, some inputs in the data set will lead to statistical deviation, which will be learned by the algorithm and made permanent in the self-realization cycle of cause and effect. An example may help to clarify this mechanism: in some urban areas, the police's crime notification will increase police patrol activities, because the crime notification is considered as an omen of the increase of criminal activities. However, intensive parole will lead to a higher and higher reporting rate of criminal activities in this area, regardless of the real crime rate in this area relative to other areas (d'Alessandro, O'Neil, & LaGatta, 2017). In addition, as a computer language, the algorithm is not intentionally hidden but difficult to detect. Even the experts who have established the algorithm system may not know how the system will behave in practice and have been provided with some data. This aggravates the negative self-circulation effect.

The dynamic managerial capability calls for an innovative and more high-level entrepreneurship and leadership. Dynamic management ability includes management cognitive ability, social ability and human ability, which play a key role in the dynamic ability construction of perception, acquisition and reconfiguration at the organizational level (Helfat & Peteraf, 2003). Managerial cognitive ability refers to the cognitive ability of managers to accomplish tasks that require a lot of cognitive participation, such as the ability to perceive details, solve problems and reason (Helfat & Peteraf, 2015). Managerial social capability refers to the ability to develop contacts and contacts through the social networks of organizations and individuals, allowing effective contact with key information channels, important resources and opportunities, thus bringing competitive advantages to enterprises (Adler & Kwon, 2002). Managerial human capability is the ability to apply skills, knowledge and innovation, which are developed through past experience and educational background (Castanias & Helfat, 2001). A complete dynamic capability must exist in an organization. By integrating new technologies and successful innovations, internal resources and capabilities can be effectively transformed according to the changes of external environment. This is also a management challenge brought by technological innovation.

The effectiveness of self-disclosure by large companies is insufficient. And the third-party auditing is feasible in form but impossible in substance. Google's artificial intelligence has seven principles, the second of which is to avoid creating or reinforcing unfair prejudice. However, only after the algorithm makes a decision will it realize
that there is prejudice and discrimination (Dwork, Hardt, Pitassi, Reingold, & Zemel, 2012). More often, discrimination occurs and is not known until it is investigated. Even if a company allows third-party audits, the auditor has the handicap of not knowing the essence of the algorithm. As for the algorithm itself, its complexity determines that even the algorithm developers cannot clearly judge whether it is subjectively malicious discrimination or objectively specific discrimination. If data discrimination is judged and held accountable only by results, it will do great harm to the overall efficiency of society.

**Lacking of Transparency and Traceability leads to challenges.** Ex ante inventions for transparency are hard. There are three main reasons. First of all, algorithms are usually complex, because their learning structure is often irregular, and it is difficult to trace and understand. Second, algorithms are being trained to huge data sets. Third, the source code of the algorithm is rarely available. In practice, several active attempts are to make algorithms transparent happen. For example, a decision algorithm in Pennsylvania is being developed by a public institution, which is open to the public for analysis (Smith, 2016). Similarly, a company named CivicScape published its algorithm and data online, so that experts can check the deviation of the algorithm and provide it (Wexler, 2017). In addition, due to the structure and operation of the data agency market, once the data is introduced into the market, it is impossible to "trace any given data to its original source" in many cases. Including the protection of trade secrets; A complex market that "separates" the data collection process from the sales and purchase process; And a large amount of information generated by calculation is mixed with "there is no real experience source" and real data (Crain, 2016).

If the data governance against algorithmic discrimination is excessive, it will bring obstacles to commercial civilization and entrepreneurship. Differentiated marking or operation is the product of promoting economic efficiency for both consumers and producers. Algorithmic discrimination is a by-product of the brutal growth of data in this evolution. It seems full of evidence to discuss human rights violations only based on the results of algorithmic discrimination. However, if we step back and look at the whole story of algorithmic discrimination from a global perspective, the logic behind it is the differentiation between business operation and social development. And the essence of differentiation is efficiency. So discussions about algorithmic discrimination, data governance, and human rights are essentially discussions about fairness and efficiency. Equity at the expense of efficiency can lead to setbacks, and efficiency at the expense of equity can lead to serious social problems. Finding the critical point of fairness and efficiency, and continuously optimizing this critical point is the next step in the field of data governance regarding algorithmic discrimination to be solved.
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